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Sensitive questions in surveys 

Questions about 

■ private

■ stigmatizing    

■ socially unaccepted

■ illegal

behaviors, features and attributes.



Direct methods of questioning

▪ In direct methods of questioning the focus is on reducing
measurement error (Tourangeau et al., 2000, Tourangeau and Jan,
2007, Groves et al., 2009).

▪ In direct questioning respondents tend to under-report undesirable
sensitive features and over-report the desirable ones (Blair and
Imai 2012, Krumpal 2013)



Indirect methods of questioning

▪ In indirect methods of questioning we do not ask the sensitive
question directly

▪ The aim is to increase degree of privacy protection in order to elicit
truthful answers to sensitive questions

▪ This is usually done at the cost of the more complicated
questionnaire and lower efficiency of the estimation, i.e. larger
sample sizes are needed

▪ Sensitive variable under study is not directly observable, i.e. it is a
latent (hidden) variable



Indirect methods of questioning

▪ Randomized Response Techniques (Warner, 1965)

▪ Non-randomized Response Techniques (Yu et al., 2008)

▪ Item Count Technique (Miller, 1984)

▪ Imai (2011) intoduced ML estimators via EM algorithm

▪ Other individual methods:

▪ Three card method (Droitcour and Larson, 2002)

▪ Negative Question Method (Esponda and Guerrero, 2009)

▪ Bean Method (Lau et al., 2011)



(Classical) Item Count Technique

■ Respondents are randomly divided into a control group and a
treatment group

■ Respondents in the control group are given a list of several
neutral questions with binary outcomes

■ Respondents in the treatment group are given a list of the same
neutral questions as in the control group plus 1 sensitive question

■ Respondents are asked to report only the total of their Yes
answers.



Drawbacks of classical ICT

■ The ceiling effect

– If the respondent answers YES to all neutral questions and
possesses the sensitive attribute then their privacy is no longer
being protected

– Most dangerous for negative - badly seen – sensitive attributes

■ The floor effect

– If the respondent answers NO to all neutral questions and does
not possess the sensitive attribute then their privacy is no
longer being protected

– Most dangerous for positive - well seen – sensitive attributes



Selected alternative Item Count Methods

■ Item Sum Technique (Trappman et al., 2014)

■ Poisson and Negative Binomial Item Count Techniques (Tian et al., 
2017)

■ Item Sum Double-List Technique (Krumpal et al., 2018),

■ Poisson–Poisson item count techniques (Liu et al., 2019)

■ Item count technique with a continuous or count control variable
(Kowalczyk et al., 2023) 



Poisson and negative binomial ICTs, 
Tian et al. (2017)

𝑌 = ቊ
𝑋 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑔𝑟𝑜𝑢𝑝

𝑋 + 𝑍 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑔𝑟𝑜𝑢𝑝

■ X – answer to the non-sensitive question (observed in a control and
hidden in a treatment group)

X ∈ {0,1,2,3, … }
𝑋~𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝜆 or 𝑋~𝑁𝐵 𝑝, 𝑟

■ Z – answer to the sensitive question (hidden, not directly observable)

𝑍 ∈ 0,1
𝑍~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝜋 , where 𝑋 and 𝑍 are independent

■ ො𝜋𝑀𝑀 = ത𝑌 − ത𝑋



Poisson ICT, Tian et al. (2017)
ML via EM algorithm

■ E step (iteration t+1):

𝑧𝑗
(𝑡+1)

= 𝐸 𝑍𝑗|𝑌𝑜𝑏𝑠 , 𝜋
(𝑡), 𝜆(𝑡) =

𝑦𝑗 ො𝜋
(𝑡)

𝑦𝑗 ො𝜋
(𝑡) + መ𝜆(𝑡)(1 − ො𝜋(𝑡))

, 𝑗 = 1,… , 𝑛2

■ M step (iteration t+1)

ො𝜋(𝑡+1) =
1

𝑛2
σ𝑗=1
𝑛2 𝑧𝑗

(𝑡)
,

መ𝜆(𝑡+1) =
1

𝑛1 + 𝑛2


𝑖=1

𝑛1

𝑥𝑖 +

𝑗=1

𝑛2

𝑦𝑗 − 𝑧𝑗
(𝑡)

Source: Tian G-L, Tang M-L, Wu Q, Liu Y. Poisson and negative binomial item count techniques for surveys with
sensitive question. Statistical Methods in Medical Research 2017, 26, 931-947.



Negative-binomial ICT, Tian et al. (2017)
ML via EM algorithm

■ 𝑟𝑀𝑀,𝑐𝑜𝑛𝑡𝑟𝑜𝑙 =
ҧ𝑥 2

𝑠2− ҧ𝑥

■ E step (iteration t+1):

𝑧𝑗
(𝑡+1)

= 𝐸 𝑍𝑗|𝑌𝑜𝑏𝑠 , 𝜋
(𝑡), 𝑝(𝑡), 𝑟

=
𝑦𝑗! Γ(𝑦𝑗 − 1 + 𝑟)ො𝜋(𝑡)

𝑦𝑗! Γ 𝑦𝑗 − 1 + 𝑟 ො𝜋 𝑡 + (𝑦𝑗−1)! Γ(𝑦𝑗 + 𝑟)𝑝(1 − ො𝜋 𝑡 )

■ M step (iteration t+1)

ො𝜋(𝑡+1) =
1

𝑛2
σ𝑗=1
𝑛2 𝑧𝑗

(𝑡)
,

Ƹ𝑝(𝑡+1) =
σ𝑖=1
𝑛1 𝑥𝑖 +σ𝑗=1

𝑛2 𝑦𝑗 − 𝑧𝑗
(𝑡)

𝑛1 + 𝑛2 𝑟 + σ
𝑖=1
𝑛1 𝑥𝑖 +σ

𝑗=1
𝑛2 𝑦𝑗 − 𝑧𝑗

(𝑡)

Source: Tian G-L, Tang M-L, Wu Q, Liu Y. Poisson and negative binomial item count techniques for surveys with
sensitive question. Statistical Methods in Medical Research 2017, 26, 931-947.



ICT with a continuous or count control variable…
Kowalczyk et al. (2023)

𝑌 = ቊ
𝑋 − 𝑎𝑍 𝑖𝑛 𝑡ℎ𝑒 1𝑠𝑡 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑔𝑟𝑜𝑢𝑝
𝑋 + 𝑎𝑍 𝑖𝑛 𝑡ℎ𝑒 2𝑛𝑑 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝑔𝑟𝑜𝑢𝑝

■ Y observed

■ X continuous or count control variable (hidden)

■ Z sensitive variable under study (hidden; Bernoulli(𝜋) distributed)

■ 𝜋 unknown sensitive proportion under study, 𝜋 = 𝑃(𝑍 = 1)
■ Both 𝑋 and 𝑍 are latent variables and are not directly observable

■ 𝑛1(𝑛2) − number of elements in the first (second) treatment group

■ ො𝜋𝑀𝑀 =
1

2𝑎
ത𝑌(2) − ത𝑌(1)



ICT with a continuous or count control variable…, Kowalczyk et al. (2023)

ML via EM algorithm, X ~𝑵(𝝁, 𝝈)

https://doi.org/10.1093/jssam/smab043

■ E step (iteration t+1):

ǁ𝑧𝑖
(𝑡+1)

= 𝐸 𝑍𝑗|𝑌𝑜𝑏𝑠 , 𝜋
(𝑡), 𝜇(𝑡), 𝜎2

𝑡

=
𝜋(𝑡)

𝜋(𝑡) + (1 − 𝜋(𝑡))exp
−1

2 𝜎2 (𝑡) 𝑦𝑖 − 𝜇(𝑡) 2 − 𝑦𝑖 ± 1 − 𝜇(𝑡) 2

■ M step (iteration t+1)

ො𝜋(𝑡+1) =
1

𝑛1+𝑛2
σ𝑖=1
𝑛1+𝑛2 ǁ𝑧𝑖

(𝑡),

Ƹ𝜇(𝑡+1) =
1

𝑛1 + 𝑛2


𝑖=1

𝑛1+𝑛2

𝑦𝑖 ± 𝑎 ǁ𝑧𝑖
(𝑡) ,

𝜎2
(𝑡+1)

=
1

𝑛1 + 𝑛2


𝑖=1

𝑛1+𝑛2

ǁ𝑧𝑖
(𝑡) 𝑦𝑖 ± 𝑎 − 𝜇(𝑡)

2
+ 1 − ǁ𝑧𝑖

(𝑡) 𝑦𝑖 − 𝜇(𝑡)
2
.

Source: Kowalczyk, B., Niemiro, W., & Wieczorkowski R. (2023). Item count technique with a continuous or count control variable 

for analyzing sensitive questions in surveys. Journal of Survey Statistics and Methodology, 11(4), 919-941. 

https://doi.org/10.1093/jssam/smab043

https://doi.org/10.1093/jssam/smab043


Degree of privacy protection versus 
efficiency in Item Count Models

■ An important question arises what type of a control/neutral question 
should be asked, i.e. what control variable X should be used. 

■ A variable with large variance increases degree of privacy protection but 
at the same time decreases efficiency of the estimation. 

■ A variable with  small variance, conversely, increases efficiency of the 
estimation but at the same time decreases degree of privacy protection. 

■ In all item count models some compromise between efficiency of the 
estimation and degree of privacy protection should be sought.

■ Degree of privacy protection: DPP = 𝑃 𝑍 = 1|𝑌 = 𝑦

■ DPP for Kowalczyk et al. 2023 model

𝑃 𝑍 = 1|𝑌 = 𝑦 =
𝑓𝜓(𝑦±𝑎)𝜋

𝑓𝜓 𝑦±𝑎 𝜋+𝑓𝜓(𝑦)(1−𝜋)



Assumption violations and robustness
of models

■ In real-life surveys answer X to the non-sensitive question can be
modeled by a theoretical distribution that best fits the observed
data, which is not the same as theoretical idealized assumption that
X follows this distribution

■ MM estimator of the sensitive proportion does not depend on the
distribution of the control variable X

■ The important question arises how robust are ML (via EM) estimators
to slight departures from the idealized theoretical assumption about
the distribution of the control variable



Assumption violations and robustness
of models

■ We introduce some perturbation to the distribution of the control
variable:

1 − 𝛼 ∙ 𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙_𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 + 𝛼 ∙ 𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛

■ Perturbation by definition should be small, say 𝛼 ≤ 0.25

■ We conduct a Monte Carlo simulation study with 10000 replications
for each set of model parameters and compare estimates obtained
by MM and ML via EM formulas



Figure 1: Relative root mean square error of various estimators in Poisson ICT 
with perturbation being negative binomial distribution with two times higher 

variance    



Figure 2: Relative root mean square error of various estimators in normal ICT 
with perturbation being log-normal distribution with two times higher variance    



Figure 3: Relative root mean square error of various estimators in normal ICT 
with perturbation being log-normal distribution with two times smaller variance    



Conclusions

▪ For small departures from the idealized theoretical distribution of the
control variable, i.e. for small probability of the perturbation 𝛼 ≤ 0.10
estimators obtained by ML formulas via the EM numerical algorithm
are still either more efficient or equally efficient as MM estimators in
all considered cases, despite the fact that MM estimators do not
depend on the distribution of the control variable in item count
models.

▪ Visible gain in efficiency is especially seen for relatively small sensitive
population proportions and relatively small sample sizes.

▪ For moderate departures from the idealized theoretical distribution of
the control variable, i.e. for probability of perturbation 0.15 ≤ 𝛼 ≤ 0.25
results are in most cases similar, but there are several exceptions.



Conclusions

▪ The parametric approach broadly used in ICTs to address the latent
variable has many advantages in terms of estimation. However, it also
introduces some problems regarding theoretical assumptions about
the distribution of the control variable.

▪ ML estimators via EM numerical algorithm are quite robust to the
analyzed departures from the theoretical distributions of the control
variable. However, there are individual exceptions. Therefore, caution
is still required, and further simulations are advisable.

▪ In all item count models one should always look for a compromise
between privacy protection, efficiency of the estimation and simplicity
of the questionnaire.
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